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Scaling Out
Real problems are experienced when 
architecture scales out as it very quickly 
grows to be complex and very hard to 
troubleshoot

Evidential Data
When working with Cloud Providers, 
often customer is challenged to prove 
providers fault/issues

Unfamiliar Toolset
Native cloud lacks familiar tools like 
ping, packet capture, traceroute

Blackbox – No visibility
Native cloud constructs want you to 
trust all is well always. No visibility into 
logs, current state, routing tables, etc.  

Infrastructure as Code
Solves agility problem, creates support issues as 
tier-1 is not able to troubleshoot code problems

Tier-3 becomes Tier-1
Frontline support teams don’t have the 
skill and tools in public cloud requiring 
senior network engineers to assist with 
most support issues

A Flat World in Public 
Cloud
There is a lack of hierarchy in the cloud 
which means its hard to insert security, 
control and visibility
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Operational Challenges in Public Cloud
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Infrastructure as Code



What it is
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• Use Infrastructure as Code to provision and manage any cloud, infrastructure, or service
• Write declarative configuration files – define desired state
• Plan and predict changes
• Create reproducible infrastructure – if resource already exists, it won’t recreate it
• Maintains knowledge of resources in a database called State

• State maps config to real world



Aviatrix Terraform Provider
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• Multi-lingual entity 
responsible for API 
interactions with CSPs

• Exposes resources in those 
CSPs for any 
account/subscription that 
has been onboarded

• Feature parity with 
Controller code



Aviatrix Terraform Resources – Examples
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● # Create an Aviatrix AWS Gateway

resource "aviatrix_gateway" 
"test_gateway_aws" {

  cloud_type   = 1

  account_name = "devops-aws"

  gw_name      = "avtx-gw-1"

  vpc_id       = "vpc-abcdef"

  vpc_reg      = "us-west-1"

  gw_size      = "t2.micro"

  subnet       = "10.0.0.0/24"

}

● # Create an Aviatrix Azure Gateway

resource "aviatrix_gateway" 
"test_gateway_azure" {

  cloud_type   = 8

  account_name = "devops-azure"

  gw_name      = "avtx-gw-azure"

  vpc_id       = "gateway:test-gw-123"

  vpc_reg      = "West US"

  gw_size      = "Standard_D2"

  subnet       = "10.13.0.0/24"

}



Aviatrix Terraform Modules
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• “Repeatable++”
• Similar to the concepts 

of libraries, packages, or 
modules found in most 
programming languages 

• Provide many of the 
same benefits

• ~10X reduction in lines 
of code

• Can be found on 
Terraform Registry



Aviatrix Terraform Module – Example
● # Create a VPC and a set of Aviatrix transit gateways.

module "transit_aws_1" {

  source  = "terraform-aviatrix-modules/mc-transit/aviatrix"

  version = ”1.1.2”

  cloud   = “aws”

  cidr    = "10.1.0.0/20"

  region  = "eu-west-1"

  account = "AWS-account"

}

ha_gw set to true by default



Network Insights API



Network Insights API (part.1)
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● The Aviatrix Network Insights API allows you to retrieve network metric and status data 
across your Aviatrix data plane. Using the metric and status APIs, you can integrate with 
third-party tools for data analysis and visualization of the performance and health of 
your Aviatrix-managed resources. The APIs also support data retention for compliance.



Network Insights API (part.2)
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● The Network Insights API supports Prometheus and JSON formats. All data 
transmissions are encrypted using industry-standard protocols. 

● An API key is used to authenticate requests for your Aviatrix services.

● The Aviatrix API uses port 443, the same port as the CoPilot UI. Ensure that port 443 is 
accessible and not restricted by any Security Groups. 



Aviatrix Sandbox Starter Tool



Build your own MCNA Transit at ~$1/hr
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Description Unit Cost Quantity Hourly Cost Cost for 8 hours Cost for 24 hours

Aviatrix Controller in AWS (t3.large) $0.09 1 $0.09

Aviatrix Gateway in AWS (t2.micro) $0.01 3 $0.03

Test instances in AWS (t2.micro) $0.01 2 $0.02

Aviatrix Encrypted Peering (AWS) $0.23 2 $0.46

Total Cost for AWS-only Transit + 2 Spokes $0.60 $4.80 $14.40

Description Unit Cost Quantity Hourly Cost Cost for 8 hours Cost for 24 hours

Aviatrix Gateway in Azure (B1s) $0.01 3 $0.03

Aviatrix Encrypted Peering (Azure) $0.23 2 $0.46

Aviatrix Transit Peering (between AWS and Azure) $0.70 1 $0.70

Total Cost for MCNA (including minimal network egress charges) $1.19 $9.52 $28.56

Extending into Azure

● Goal: Fast path for Customers and Partners to deploy Aviatrix multi-
cloud transit foundation with minimal cost

● Turn-key solution to deploy Aviatrix Controller + MCNA in AWS and 
Azure + test instances with extreme simplicity and flexibility

● Can be deployed in 3 different ways:

● Local (BYO Docker)

● AMI

● AMI with Terraform module

User guide: https://community.aviatrix.com/t/g9hx9jh

https://community.aviatrix.com/t/g9hx9jh


What Sandbox Starter Tool Builds
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• Controller launch (Metered or BYOL)

• VPC and all networking

• Security Groups

• Key pairs

• IAM roles and policies (only if they don’t 
already exist)

• EC2 instance

• Username and password

• Software upgrade

• AWS account onboarding

• Configuring License (BYOL)

● MCNA launch

● Azure account onboarding

● AWS VPCs and Azure VNets

● Spoke and Transit

● ActiveMesh Transit in AWS

● Spoke gateways

● Transit gateways

● Spoke attachment to Transit

● Same ActiveMesh Transit in Azure

● Transit peering between AWS and Azure



Sandbox Starter Tool Modes
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● Standard Mode

● Fixed regions, 
resource 
names, and 
CIDR blocks

● Advanced Mode

● Customizable 
regions, 
resource 
names, and 
CIDR blocks



Sandbox Starter Tool Workflow Start
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Sandbox Starter Tool Workflow Completion
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Next: Lab 11 Terraform and 
NetworkInsight API


